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What is machine learning?



Simple example



Conditional and marginal distributions



Bayesian Framework



Bayesian Learning and Inference



Combining models



Maximal a posteriori (MAP) learning



Exponential class of distributions



Log-concavity of exponential class



Example: Gaussian distribution



Log-concavity of exponential class



Incomplete likelihood



Variational lower bound



EM-algorithm



EM-algorithm



EM-algorithm



EM-algorithm



EM-algorithm



EM-algorithm



EM-algorithm



Discrete T



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians



Mixture of gaussians: formal description



EM-algorithm for mixture of gaussians



Continuous T



Example: PCA model



Advantages of EM PCA



Mixture of PCA



Example: Latent Dirichlet Allocation



LDA: formal description



General nature of EM-framework



Extending E-step



Crisp E-step



Variational E-step



Stochastic optimization



Stochastic EM



Summary: extensions of basic EM



Conclusion



Challenge

For those who’s interested

• Help Nick Carter to find the criminal who kidnapped lady Thun’s dog 
http://cmp.felk.cvut.cz/cmp/courses/recognition/Labs/em/index_en.
html

http://cmp.felk.cvut.cz/cmp/courses/recognition/Labs/em/index_en.html

